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RPL enables long-horizon bidirectional locomotion and remain robust with payloads on Unitree G1 humanoid robot with a depth-based transformer

policy. Terrains include 20° slopes, staircases with different step lengths (22 cm, 25 cm, 30cm), and 25 cm X 25 cm stepping stones with 60 cm gaps.

Abstract—Humanoid perceptive locomotion has made signif-
icant progress and shows great promise, yet achieving robust
multi-directional locomotion on complex terrains remains under-
explored. To tackle this challenge, we propose RPL, a two-stage
training framework that enables multi-directional locomotion on
challenging terrains, and remains robust with payloads. RPL first
trains terrain-specific expert policies with privileged height map
observations to master decoupled locomotion and manipulation
skills across different terrains, and then distills them into a
transformer policy that leverages multiple depth cameras to
cover a wide range of views. During distillation, we introduce
two techniques to robustify multi-directional locomotion, depth
feature scaling based on velocity commands and random side
masking, which are critical for asymmetric depth observations
and unseen widths of terrains. For scalable depth distillation,
we develop an efficient multi-depth system that ray-casts against
both dynamic robot meshes and static terrain meshes in massively
parallel environments, achieving a 5x speedup over the depth
rendering pipelines in existing simulators while modeling realistic
sensor latency, noise, and dropout. Extensive real-world ex-

periments demonstrate robust multi-directional locomotion with
payloads (2kg) across challenging terrains, including 20° slopes,
staircases with different step lengths (22 ¢cm, 25 ¢cm, 30 cm), and
25 cmx 25 cm stepping stones separated by 60 cm gaps.

I. INTRODUCTION

Humanoid robots hold great potential to execute daily hu-
man tasks. Recent years have demonstrated their agile motion
tracking capabilities, enabling human-level and even beyond-
human whole-body motions [41, 2, 15, 5, 32, 8, 12, 13, 19,
28,4, 9, 39]. However, beyond expressive whole-body control,
a defining capability of humanoid robots—beyond traditional
wheeled mobile manipulators—Ilies in their ability to leverage
legged mobility to robustly traverse diverse terrains, while
performing meaningful tasks such as carrying payloads.

Existing humanoid perceptive locomotion methods [37, 6,
43,21, 3, 14, 34, 35, 38, 40, 11] have demonstrated impressive
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performance across a variety of challenging terrains. However,
these approaches typically rely on a single forward camera
and assume idealized upper-body conditions, which become
brittle when extended to multi-directional locomotion or when
upper-body motions introduce dynamic self-occlusions, posing
fundamental challenges to perception robustness. In addition,
while mapping-based methods [25, 38, 21, 3, 37] may sup-
port bidirectional locomotion on challenging terrains such as
stepping stones, they rely on explicit state estimation, which
is often noisy and complicates system-level optimization.
Therefore, end-to-end perceptive control under asymmetric
(i.e., different cameras see different types of terrains) visual
inputs remains underexplored.

To overcome these limitations, we propose RPL, a two-
stage learning framework for Robust humanoid Perceptive
Locomotion on challenging terrains. RPL first trains terrain-
specific expert policies with end-effector force perturbation
and privileged height-map as observation to acquire decou-
pled locomotion and manipulation skills under end-effector
force perturbations across diverse terrains. These experts are
then distilled into a unified transformer policy that leverages
multiple depth cameras enabling robust multi-directional lo-
comotion. To support scalable and realistic depth rendering
during distillation, we develop an efficient multi-depth render-
ing system that ray-casts against both dynamic robot meshes
and static terrain meshes in massively parallel environments,
while modeling realistic depth sensor latency, Gaussian noise,
and dropout to improve sim-to-real robustness. Furthermore,
to robustify multi-directional locomotion across terrains with
unseen widths, we introduce two complementary techniques
during distillation: (1) depth feature scaling based on velocity
commands (DFSV), which adaptively modulates perception
features based on commanded velocity, thereby reducing dis-
tribution shift between training and deployment for asym-
metric visual inputs from multiple cameras; (2) random side
masking (RSM) which randomly masks terrain regions on both
sides of the depth images with varying widths to improve
robustness to unseen terrain widths.

Our experiments show that our depth-based policy enables
the humanoid to perform stable back-and-forth locomotion on
challenging terrains, including unseen widths of slopes and
stairs, as well as stepping stones, while remaining robust with
carried payloads. In summary, our key contributions are:

o« We propose RPL, a two-stage framework that distills
terrain-specific expert policies into a unified depth policy
for robust, multi-directional humanoid locomotion with
payloads on diverse challenging terrains.

o We develop an efficient multi-depth rendering system that
captures both dynamic robot meshes (to address self-
occlusion during loco-manipulation) and static terrain
meshes, achieving an 5x speedup over existing simulators
while modeling realistic latency, noise, and dropout.

« We introduce depth feature scaling based on velocity
commands (DFSV) and random side masking (RSM)
during distillation to enable robust multi-directional lo-
comotion across terrains with unseen widths.

o We validate long-horizon real-world robustness on a
humanoid robot, demonstrating stable bidirectional lo-
comotion across challenging terrains under whole-body
motions and payload-induced disturbances.

II. RELATED WORKS
A. Perceptive Locomotion in Legged Robots

Perceptive locomotion for legged robots has made great
progress in recent years [25, 37, 6, 43, 21, 14, 34, 35, 38,
40, 11, 3, 42, 21, 1]. Notably, quadrupeds can sometimes
traverse challenging terrains (e.g., stairs and curbs) even with
limited perception or blind locomotion [17], benefiting from
inherently stable support polygons, whereas humanoids require
more precise foot placement and are thus more sensitive to
perception errors and partial observations. In terms of the
perception input, there are mainly two paradigms: (1) LiDAR-
based mapping methods [25, 37, 21, 3, 14, 11, 38], leverage
point clouds or reconstructed elevation maps as compact
terrain representations for perceptive locomotion. However,
these pipelines rely on accurate calibration and robust online
mapping/state estimation to maintain sim-to-real consistency,
which could also introduce additional delays that affect policy
performance. In contrast, (2) end-to-end vision-based methods,
typically using depth images [6, 34, 35, 1, 43, 42, 40], directly
map raw depth images to actions and reduce dependence on
explicit mapping or state estimation.

Despite promising depth-based sim-to-real results, most
approaches adopt a single forward-facing camera and primar-
ily demonstrate forward locomotion, leaving bidirectional or
omnidirectional locomotion under asymmetric visual inputs
underexplored. To enable multi-directional perceptive locomo-
tion, some recent work [33] uses a single downward-facing
camera to achieve omnidirectional traversal on structured
terrains such as stairs and gaps; however, the narrow field
of view provides limited lookahead and makes it difficult
to handle sparse and discontinuous footholds (e.g., stepping
stones). Other approaches [10] place multiple cameras around
the robot to improve perceptual coverage; however, they are
typically evaluated on a single terrain family (e.g., stairs)
and do not consider the more general setting where different
cameras simultaneously observe distinct terrain structures.
Meanwhile, depth rendering in existing simulators remains
computationally expensive, making scalable multi-view depth
simulation challenging. Recent works [42, 38, 34, 36] leverage
NVIDIA Warp to accelerate depth rendering, but they either
lack support for dynamic meshes or do not demonstrate ex-
tension to multiple cameras. Consequently, end-to-end percep-
tive control under asymmetric multi-view observations across
diverse challenging terrains remains largely underexplored.
Moreover, these policies often struggle to generalize to unseen
real-world terrain geometries (e.g., different terrain widths)
beyond training distributions, and rarely evaluate robustness
under loco-manipulation disturbances such as crouching down
to pick up payloads and transporting them while traversing
challenging terrains. In contrast, our method RPL targets
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Overview of the Two-Stage Training Framework in RPL. Top (Stage 1): We train terrain-specific expert policies using privileged height-

map observations to master decoupled locomotion and manipulation. Bottom (Stage 2): We distill the expert policies into a single multi-view, depth-based
transformer policy. Multi-camera depth inputs are encoded by CNN backbones with random side masking (Section I11-B4) and depth feature scaling based on
velocity commands (Section I1I-B3), fused into visual features, and combined with noisy proprioceptive observations and task goals to predict student actions.

robust multi-directional humanoid perceptive locomotion over
challenging terrains with payloads, enabled by scalable multi-
depth rendering simulation and distillation techniques de-
signed to generalize across unseen terrain widths.

III. RPL: TWO STAGE — FROM MULTIPLE EXPERTS TO
ONE GENERAL VISUAL PoOLICY

RPL is a two-stage framework as illustrated in Figure 2. In
Stage 1, we train terrain-specialized expert policies using priv-
ileged height-map observations over challenging terrains in-
cluding slopes, stairs up, stairs down, and stepping stones (Fig-
ure 7). In Stage 2, we distill these experts into a single unified
visual policy that takes front and back depth observations to
enable robust bidirectional locomotion. For the policy training,
we build upon the dual-agent formulation of FALCON [41],
which factorizes whole-body control into a lower-body loco-
motion policy and an upper-body manipulation policy that act
on shared proprioceptive history, which has been proven to be
more efficient and achieves better performance than a single
agent for whole-body control in previous work [41, 20, 7].
At each timestep t, both agents observe the same proprio-
ceptive history s = [Qu—aut, Q—a:t, Wy, Bt—dit, Ap—5:0—1] -
The lower-body policy is conditioned on locomotion goals
G, = [vi", wi™, ¢ hi*t 0], which specify target
linear velocity, angular velocity, stance/walking mode, root
height, and torso orientation. Here, we only enable root height
and torso tracking during stance mode. The upper-body policy
is conditioned on manipulation goals G} = dypper,t, 1.€.,
upper-body joint targets. We denote the perceptual observation
at tlmestep t by Ht in Stage 1 (privileged height map),
and by D {d }N am in Stage 2 (multi-view depth).

Importantly, we include perceptual observation only in the
lower-body observation, since terrain perception primarily
governs legged locomotion, while upper-body control can
remain largely decoupled. The policies are defined as 7; :
(s?,GL, H; or D;) — al, m, : (s, G¥) — a¥, with actions
concatenated as a; = [al; a¥] for the low-level PD controller.
(See Table IV in the Appendix for the notation summary.)

A. Stage 1: Training Multiple Terrain Experts via Height Map

To provide high-quality teacher actions for distillation, we
first train terrain-specialized expert policies for each terrain
family. In this stage, the perceptual observation is the privi-
leged height map. The height map is represented as a local
grid of size 1.6m x 1.0m with a resolution of 0.1m. We
jointly train the dual-agent policies with independent reward
functions and optimize them using PPO [31]. We also adopt
a force curriculum [41], but set the direction ratio v =
[Ya» Yy, V=) = 10,0, 1] to specifically address the payloads on
the end-effector for robust loco-manipulation. We also adopt
asymmetric actor—critic training [29], where the critics have
access to additional privileged information during training,
including root linear velocities and end-effector forces F';¢. To
encourage symmetric gait patterns, we further apply symmetry
data augmentation [27] to s?, GL, G¥, and H..

1) Terrain Settings: We train specialized expert policies for
four types of terrains as illustrated in Figure 2: (1) Slopes:
ramps with inclinations up to 37°, arranged in pyramid forms;
(2) Stairs Up / Down: ascending and descending staircases
with step length of 0.25-0.30m and 0.05-0.27m heights;
(3) Stepping Stones: column-shaped discrete footholds with
diameters of 0.25-0.40 m, separated by gaps of 0.05-0.70m,
and height variations up to 0.05m. Note that the stairs and
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Stepping stones without (left) and with (right) foot edge penalty.

Fig. 4.

Stairs without (left) and with (right) foothold penalty.

stepping stones are highly challenging given the robot’s 0.21 m
foot length, which is close to the minimum stairs step width
and foothold diameter (0.25m), leaving little margin for
foothold placement errors.

2) Reward Design: We adopt the dual-agent rewards in [41]
and add the following rewards for stable and precise terrain
traversal as well as torso motions:

o Foot Edge Penalty: Similar to [0], we precompute binary
dilated edge masks and penalize contacts when any
sampled point on the foot sole lies on an edge. As shown
in Figure 3, this encourages stable footholds that remain
well separated from terrain edges.

« Foothold Penalty: We develop a dense sampling-based
foothold penalty [37] as shown in Figure 4, which sam-
ples a grid across the foot sole and penalizes invalid
coverage, discouraging foot placements that result in
partial or empty support.

« Torso Orientation Tracking: We track the target torso
orientation (roll, pitch, yaw) by computing the projected
gravity error between the reference and actual torso
frames [18]. The reward is formulated as riprs0 =
exp(—||8proj — ret||? /), Where gy is the gravity vector
projected into the torso frame. It gives the humanoid robot
a large torso-orientation tracking range during stance by
coordinating both the waist and hip joints.

We select reward terms based on the terrain type. For stairs,
we use a foothold penalty instead of foot-edge, since edge-
based dilation becomes overly conservative on narrow treads
(0.25m stairs vs. 0.21m feet), causing the valid region to nearly
vanish. For stepping stones, we use the foot-edge penalty to
enforce center-aligned placements, since the small and isolated
stone supports offer little tolerance to foot placement errors,
while foothold-based criteria permit fragile boundary contacts
that can be amplified by action noise during distillation and
sim-to-real transfer.

B. Stage 2: Distillation into Unified Visual Policy

After all the terrain experts based on height maps are ob-
tained, we distill them into one unified visual policy for multi-

directional perceptive locomotion. The perceptual observation
P! consists of depth inputs from multiple depth cameras.

1) Distillation Formulation: As shown in Figure 2, we
distill the terrain-specialized expert policies into a single
unified visual locomotion policy using DAgger [30]. The
student lower-body policy w}’is takes noisy proprioception s
and multi-view depth inputs D; = {dgi) }Nem | while the expert
policies 7)) are conditioned on noise-free proprioception
s? and privileged height maps H;. We train the student by
minimizing the action regression loss:

N 2
Laisin = Bt [HW?‘S(S? Gy, Dy) — % (s7, Gy, Ht)M :
(D

The final deployed controller combines the distilled visual
locomotion policy 7} with the blind upper-body policy 7,
producing the whole-body action for low-level PD tracking.

2) Efficient Multi-Depth System Simulation: We implement
a GPU-efficient multi-depth camera simulation system using
NVIDIA Warp [22], enabling massively parallel depth image
synthesis via ray casting over both dynamic robot meshes
and a shared static terrain mesh (Algorithm 1). For each
environment e, camera c¢, pixel (z,y) and the corresponding
camera intrinsics K., we generate a camera-frame ray

rc:Ke_l[l‘vy7 1}T7 (2)

rotate it into the world frame using the camera orientation
qS° and cast the ray from the camera origin o = p&°
along direction d. The depth value is defined as the Euclidean
distance from o to the closest ray—mesh intersection, clipped
by a far-plane distance d,qx-

To avoid costly per-frame refitting of articulated robot
meshes in the world frame [16], we keep each robot body
mesh M canonicalized in its local body frame and instead
transform world-frame rays into body-local coordinates:

o, =R/ (0—t;), d,=Rj/d, 3)
where (t5, Ryp) denotes the pose of body b in the world frame.
For each ray, we first query all dynamic robot body meshes
in their local frames and maintain the closest hit distance z*,
which is used as an upper bound for early termination. We
then query the shared static terrain mesh in the world frame
and update z* if a closer hit is found. The final depth value
is set to z*, or dma.x if No intersection occurs.

This design achieves high efficiency by replacing expensive
mesh refitting with lightweight ray transformations, executing
all ray—mesh queries in a single fused Warp kernel parallelized
over environments, cameras, and pixels, and capturing the en-
tire ray-casting pipeline into a CUDA graph for low-overhead
replay across simulation steps. The system further supports
per-environment camera intrinsics randomization by batching
{K_ 1} without control-flow divergence. We demonstrate its
superior efficiency in Section IV.



Algorithm 1: Multi-Depth Ray Casting Kernel

Input: Static terrain mesh M gpain; Tobot body meshes
{MpHE 1, camera poses {(p2°, q5°)}; body
poses {(tf,qf)}; batched inverse 1ntr1ns1cs
{K_'}; far plane dpay; principal pixel (¢, c,)

Output: Depth image D € RV*CxHxW

1 foreach (e, c,z,y) € [N] x [C] x [W] x [H] do

2 (0,d,m) +
BUILDDEPTHRAY (p%€, q%¢, K
3 25 4= dmax; dbound — dmax,

/+ 1) Query dynamic robot bodies =/
4 for b+ 1to B do

(o7,d;) < WORLDTOBODYRAY(0,d, tg, qf);
6 if

MESHRAYQUERY (My, 01, d;, dpouna/m) — ¢

:r,y, Czacy);

then
7 z* < min(z*, mt);
8 dpound < 2* ; // early termination
/+ 2) Query static terrain %/
9 if MESHRAYQUERY (M errain, 0, d, dpound/™m) — ¢
then
10 | 2« mt;
11 Dle,c,y, x] < 2*;
. ", .
Front Back Front T Back |
Right Left 1 Right |
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Fig. 5. Illustration of DFSV. CNN feature maps from four directional depth
cameras under a zero command (v, =0, v, =0, left) and a diagonal command
(v2=0.5,vy=0.5, right), where the heatmaps visualize each camera’s rele-
vance to the commanded velocity direction.

3) Depth Feature Scaling Based on Velocity Commands:
When the robot is equipped with multiple depth cameras
{d )}N“‘"‘ facing different directions, the relevance of each
camera’s observation depends on the locomotion direction. To
address this, we introduce Depth Feature Scaling based on
Velocity commands (DFSV), as illustrated in Figure 5. Let
7; € R? denote the normalized viewing direction of camera i
in the robot’s local frame. Given the planar velocity command
viin = [v,,v,] T, we compute attention scales for each camera:

61‘ =1—-0 (7]47 (<V§2n 'Fl1> - Uth)) ’

where k controls the transition sharpness, vy is a small
velocity threshold, and (-,-) denotes the inner product. This
formulation ensures that cameras whose viewing directions
align with the commanded velocity are emphasized (§; ~ 1),
while those facing away are suppressed (9; ~ 0). For example,

t=1,..., Neam 4)

mode =none

mode =small

mode =large

Fig. 6. Illustration of RSM. The red dot on the top figure is where the front
camera is placed. The bottom three figures are different masking modes.

with a front-back dual camera setup (fofron = [1,0] ", Fopack =
[~1,0]T), forward motion (v, > 0) naturally emphasizes the
front camera. The scales are applied element-wise to the CNN
feature vectors f; before concatenation:

Neam

f’fused = @ 51 : fz (5)
=1

enabling the policy to focus on task-relevant visual information
without additional learned attention parameters.

4) Random Side Masking for Unseen Terrain Widths: In
real-world deployment, terrains often have varying widths that
differ from the wide terrains in the training environments.
To improve generalization to narrower terrains, we introduce
Random Side Masking (RSM) as illustrated in Figure 6.
During training, we stochastically occlude peripheral regions
of the depth image with random noise, forcing the policy to
make decisions from the central visible region and thereby
reducing reliance on lateral context. For each environment,
we sample a masking mode € {none, small,large} with
terrain-specific probabilities mode ~ Categorical(py), where
pr = [ppone, pgmatl, p,?9°] depends on the terrain type
k and larger masks correspond to narrower effective terrain
widths. Occluded pixels are filled with uniformly sampled
random depth values within [dpear, drar], preventing the policy
from exploiting boundary artifacts.

The terrain-specific sampling reflects the differing reliance
on lateral information across terrain types. For continuous
terrains such as stairs and slopes, traversability depends pri-
marily on the local geometry directly ahead, so larger masks
(simulating narrower terrains) can be applied more frequently.
However, for discrete terrains such as stepping stones, valid
footholds may only be visible in the peripheral field of view,
requiring the policy to retain wider lateral visibility and thus
favoring smaller masks. We observe (Section I1I-B4) that RSM
improves generalization on continuous terrains with unseen
widths, while preserving performance on discrete terrains such
as stepping stones due to terrain-specific masking probabilities.

IV. EXPERIMENTS

In this section, we will present extensive experiments in
both simulation and the real world to show the effectiveness
and the robustness of our method RPL. We aim to answer the
following questions:



Method Dyn. Mesh  Num. Envs Neam = 1 Neam = 2 Neam = 4
VRAM (GB)]  TIter. (s) VRAM (GB)| TIter. (s) VRAM (GB)| Iter. (s)J
IsaacGym PhysX v 1024 16.8 35.6+4.1 22.5 70.1+83 339 146.5+16.1
IsaacSim RTX v 1024 17.5 5.3+0.1 23.2 7.6+0.1 344 12.640.1
IsaacSim Warp X 1024 12.8 3.5+01 15.1 5.9+0.1 20.7 9.1+0.1
Ours (Alg. 1) v 1024 13.3 1.3+00 14.6 1.5+0.1 17.3 1.9+0.1
TABLE I

DEPTH RENDERING SCALABILITY WITH A FIXED NUMBER OF PARALLEL ENVIRONMENTS ACROSS DIFFERENT NUMBERS OF DEPTH CAMERAS.

e QI1: Does RPL enable scalable multi-depth rendering
performance compared to the existing methods?

e Q2: Does the training architecture in RPL outperform
others in terms of networks and distillation losses?

e Q3: Do DFSV and RSM robustify our locomotion per-
formance on the terrains of unseen configurations (asym-
metric visual inputs, different terrain geometry)?

e Q4: Does RPL enable real-world long-horizon locomo-
tion over challenging terrains while remaining robust with
carried payloads?

A. Experiment Setup

Training Configurations: We use Unitree G1 as the hu-
manoid robot during training. We train all our policies in
NVIDIA IsaacGym [24]. In stage 1, we use 4 NVIDIA L40S
GPUs to train all the expert policies with 4096 x4 paralleled
simulation environments for 24 hours. In stage 2, we use
8 NVIDIA L40S GPUs to train the multi-depth policy with
1024 x 8 paralleled simulation environments for 12 hours.

Perception Settings: During distillation, we capture depth
images at 10 Hz with a horizontal and vertical field of view
of 101° x 69° and a raw resolution of 240x135 which are
downsampled to 48x27. We could support Ng, = 4 depth
cameras to cover front, rear, left and right views of the
robot for omni-directional locomotion in simulation. Since the
humanoid robot Unitree G1 provides mounting holes only at
the front and rear of its torso shell, in order to minimize the
hardware modification for real-world deployment, we only
train and deploy with N, = 2 depth cameras in a front—
back configuration as shown in Figure 8. This setup supports
bidirectional locomotion with both linear and angular velocity
commands. We use ZED 2i cameras with the neural_light
depth mode at 15 Hz. The raw depth images are captured at the
same field of view and 1280 x 720 resolution and downsampled
to 48 x 27 before being fed into the policy. Furthermore, we
apply some depth randomization during distillation to simulate
the realistic depth sensor, which include depth process delay,
depth noise and dropout probability summarized in Table III.

Real-World Terrain Settings: We conduct the real-world
experiments on a self-designed terrain course and a curved
staircase in a building. The terrain course consists of (i) a
20° slope, (ii) 1.2m-wide staircases with a fixed step height
of 20cm and two different step lengths (22cm and 25 cm),
and (iii) stepping stones with a 25cm side length separated
by 60cm gaps. These terrains are highly challenging for our
humanoid, whose single foot is approximately 21 cm long,

Fig. 7. Overview of the terrain course including slopes, stairs, and stepping
stones. Key geometric dimensions are annotated in white.

Fig. 8.
bidirectional locomotion.

Real-world robot setup with front and rear depth cameras for

leaving limited support area and requiring precise foot place-
ment, especially on stairs and stepping stones. The staircase
in the building is a curved one with a step height of 20cm
and a step length of 30 cm, posing additional challenges due
to required turning motions and non-zero angular velocity.

B. Scalable Multi-Depth Rendering Performance

To answer Q1 (Does RPL enable scalable multi-depth
rendering performance compared to the existing methods?),
we first benchmark the capability and the speed of different
depth rendering pipelines in RPL and the existing simulators as
shown in Table I. We evaluate the depth rendering performance
in a locomotion-only task setting with N, = 1,2,4 depth
cameras over all types of terrains (slopes, stairs and stepping
stones), focusing on VRAM usage and iteration time. The
depth resolution here is 240 x 135. We use one single NVIDIA
L40S GPU for this evaluation. The other depth rendering
baselines include: (1) IsaacGym PhysX; (2) IsaacSim [26]



Task Neam (Config.) Slopes  Stairs Up  Stairs Down  Stepping Stones
Expert Level 6.0 6.0 6.0 6.0
Bidirectional 1 (Down) 6.0-+00 6.0-+00 5.9+0.1 5.1+01
2 (F+B) 6.0+00 6.0+00 6.0+00 6.0+00
4 F+B+L+R) 6.0+00 6.0+00 6.0+00 6.0+00
Expert Level 6.0 6.0 6.0 5.6
Omnidirectional 1 (Down) 6.0-+00 6.0-+00 5.9+01 3.0+02
2 (F+B) 6.0+00 6.0+00 5.9+01 4.5+0.1
4 F+B+L+R) 6.0+o00 6.0+0.1 6.0+00 4.6+0.0
TABLE II

TERRAIN LEVELS 1 ACHIEVED UNDER DIFFERENT NUMBERS OF DEPTH CAMERAS FOR BIDIRECTIONAL AND OMNIDIRECTIONAL LOCOMOTION.

Negm =1 Negm =2 Neam =4

Fig. 9.

RTX (i.e., TiledCamera); (3) IsaacSim Warp (i.e., RayCast-
erCamera). From Table I, we can conclude that the multi-
depth rendering pipeline in RPL allows ray-casting against
both dynamic and static meshes as well as a 5x speed up
compared to the most efficient one, i.e., IsaacSim Warp which
does not support dynamic mesh ray-casting.

To demonstrate the necessity of multiple cameras for multi-
directional locomotion, we compare the achieved terrain levels
for Neam = 1,2, 4 under bidirectional and omnidirectional lo-
comotion, as summarized in Table II. Bidirectional locomotion
supports forward and backward walking, whereas omnidirec-
tional locomotion enables movement in all planar directions
(forward, backward, left, and right). The corresponding camera
configurations are shown in Figure 9. When Ng, = 1, a
downward-facing camera is used to maximize terrain coverage.
As the number of depth cameras decreases, performance
degrades especially on stepping stones, where sparse footholds
with gaps of up to 70 cm demand a wide field of view
aligned with the walking direction. These results indicate that
reliable bidirectional and omnidirectional locomotion benefits
from having at least two depth cameras covering each potential
walking direction to ensure sufficient terrain visibility.

The camera configurations for different Negm,.

C. Training Architecture and Distillation Ablations

To answer Q2 (Does the training architecture in RPL out-
perform others in terms of networks and distillation losses?),
we compare several distillation baselines with different back-
bone architectures and training objectives, and report the
loss curves in Figure 10 (a). Specifically, we evaluate: (i)
CNN+MLP, which encodes depth with a CNN and predicts
actions from concatenated visual and proprioceptive features

via an MLP; (ii)) CNN+RNN, which replaces the MLP head
in (i) with temporal recurrence; (iil) CNN+Transformer, which
replaces the MLP head with a self-attention transformer to fuse
multi-view observations; and (iv) U-Net+Transformer, which
reconstructs a height map from multi-view depth and predicts
actions from its concatenation with proprioception. Concretely,
given the depth input D; = {dgz)}f\’:“‘l"‘, a reconstruction
network fi. outputs a predicted height map H, = frec(Dy):

Lrec = Et ||frec(Dt) - Ht”g 5 (6)
The model is trained with a weighted sum of the reconstruction
loss and the action distillation loss in Equation (1). Among
them, we choose (iii) CNN+Transformer in RP L.

Overall, CNN+Transformer achieves the lowest distilla-
tion loss, outperforming CNN+RNN, CNN+MLP, and U-
Net+Transformer. While the U-Net reconstruction baseline
introduces an intermediate representation loss, its reliance on
pixel-wise reconstruction makes it incompatible with random
side masking (RSM), limiting robustness under partial obser-
vations. In contrast, attention-based fusion enables integration
of multi-view depth inputs without requiring explicit geometric
reconstruction, while achieving the lowest loss. These results
motivate our choice of the transformer policy in RPL.

D. Robustness to Asymmetric Depth Observations and Unseen
Terrain Widths

To answer Q3 (Do DFSV and RSM improve robustness on
terrains with unseen configurations, e.g., asymmetric visual
inputs and different terrain geometry?), we perform abla-
tions on the two key components used during distillation:
(1) Random Side Masking (RSM) and (2) Depth Feature
Scaling Based on Velocity Commands (DFSV). We evaluate
three variants: (1) RPL; (2) RPL w/o RSM; and (3) RPL
w/o DFSV. Interestingly, all variants achieve similar final
distillation loss values (cf. Figure 10 (b)), suggesting that
the student can match the expert actions even under partially
masked depth observations. This indicates that the masked
inputs still preserve sufficient task-relevant information for
action supervision during distillation.
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Fig. 10.
RPL w/o DFSV & RSM; (3) RPL w/o DFSV; and (4) RPL w/o RSM.

Fig. 11.
of stairs with asymmetric depth observations. (a) RPL w/o RSM; (c) RPL
w/o DFSV; (b) and (d) RPL. The top row shows backward descent, while the
bottom row shows forward descent.

The locomotion performance of different policies on unseen width

Despite comparable training losses, the methods differ sub-
stantially in out-of-distribution (OOD) generalization. Notably,
RPL achieves the most robust back-and-forth locomotion on
terrains with unseen narrow widths. To analyze deployment
robustness, we visualize sim-to-sim rollouts in MuJoCo on a
challenging course consisting of a narrow stair section (1.2m
wide) followed by stepping stones. In Figure 11, (a) and
(c) show RPL w/o RSM and RPL w/o DFSV, respectively,
while (b) and (d) show the full RPL. This setup induces two
OOD cases. First, the test stairs are narrower than those seen
during training; during backward descent in Figure 11 (a,b),
RPL w/o RSM fails to generalize to unseen widths, whereas
RPL remains stable. Second, during forward descent in Fig-
ure 11 (c,d), the front camera observes stairs while the rear
camera still perceives stepping stones, creating asymmetric
multi-view inputs; without DFSV, the policy is distracted by
irrelevant rear-view cues and fails the traversal. Overall, RSM
and DFSV jointly enable robust bidirectional stair locomotion
under OOD geometry and asymmetric perception.

E. Robust Real-World Bidirectional Locomotion

To answer Q4 (Does RPL work for long-horizon locomotion
over challenging terrain course and remain robust with carried
payloads?), we conduct extensive real-world experiments on
a 50m terrain course and a curved staircase in a building, as

— RPLw/oDFSV — RPLw/o DFSV &RSM — RPL

(b) 5k 10k 15k

Distillation Loss Comparison. (a) compares the distillation performance among different network architectures. (b) compares among (1) RPL; (2)

described in Section IV-A. We use the onboard NVIDIA Jetson
Orin NX 16GB to deploy our depth-based transformer policy
and multi-camera depth acquisition. The transformer policy
runs at 50 Hz. To asynchronously handle depth capture and
policy inference, we use shared memory as an inter-process
buffer: the depth capture process continuously writes the latest
depth images, while the policy inference process reads them
as the policy input. The same shared memory technique is
also applied to the teleoperation pipeline for picking up the
payload, where we write-and-read the Inverse Kinematics (IK)
targets from the Apple Vision Pro and use another thread for
the IK solver. These asynchronous designs significantly reduce
end-to-end onboard deployment latency, enabling stable real-
time control on the onboard platform.

Our results, as demonstrated in our supplementary video
and Figure 1, showcase long-horizon locomotion across di-
verse challenging terrains. The robot consistently achieves
robust bidirectional locomotion, supporting both forward and
backward traversal, and remains stable while performing
whole-body loco-manipulation tasks, such as bending down to
pick up and transport a 2kg payload throughout the entire ter-
rain course. These results demonstrate the robustness of RPL
under long horizons, asymmetric visual observations, narrow
terrain widths, and additional payload-induced disturbances.

V. CONCLUSION

We propose RPL, a two-stage learning framework for multi-
directional humanoid perceptive locomotion over complex
terrains and remain robust with payloads. RPL first trains
terrain-specialized expert policies with privileged height-map
observations to learn decoupled locomotion and manipulation,
and then distills them into a single depth-based transformer
policy that fuses multi-view depth inputs for robust bidi-
rectional locomotion. To enable scalable and realistic depth
distillation, we develop a massively parallel multi-depth ren-
dering system that ray-casts against dynamic robot meshes
and static terrain meshes, achieving an 5x speedup over
existing simulator pipelines while modeling realistic depth
latency, noise, and dropout. We further introduce DFSV and
RSM to improve robustness under asymmetric multi-view
observations and unseen terrain widths. Extensive simulation
and real-world experiments on the Unitree G1 demonstrate



long-horizon back-and-forth locomotion with payloads across
diverse challenging terrains.

VI. LIMITATIONS

Despite its strong performance, RPL has two main limita-
tions. First, we do not demonstrate real-world sideways loco-
motion on the terrains considered in this paper, as achieving
expert-level omnidirectional performance across all terrains
remains non-trivial for the distilled policy. Second, while RPL
improves robustness to asymmetric observations via DFSV, it
mostly relies on fixed viewpoints and does not explicitly learn
active exploration or viewpoint selection for highly occluded
or ambiguous loco-manipulation scenarios.
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TABLE III
DOMAIN RANDOMIZATION TERMS DURING DISTILLATION.

Term Value
Dynamics Randomization
Friction 1(0.5,1.25)
Link mass 14(0.9,1.2) X default kg
Base mass U(-1.0,3.0) kg

x ~ U(—0.025,0.025)m
y ~ U(—0.05,0.05)m
z ~ U(—0.05,0.05)m
Control delay U(0,20)ms
Perception Randomization (Depth Cameras)
Depth cam translation x ~ U(—0.025,0.025) m
y ~ U(—0.025,0.025) m
z ~U(—0.025,0.025) m
¢ ~U(—2.5,2.5)°
0 ~ U(-3.0,3.0)°
Y ~U(—2.5,2.5)°

Base COM range

Depth cam rotation (Euler)

Depth cam FOV AFOV ~ U(—2.0,2.0)°
Pixel dropout Pdrop = 0.05
Depth noise o4 = 0.1 - depth

TABLE IV
NOTATION SUMMARY.
Symbol Meaning
Proprioception
s? Proprioceptive history
Q4 Joint positions history
iyt Joint velocities history

oo Root angular velocity history

Wi_4:¢
9y_ay Gravity vector history
Ai—5:—1 Action history
Goals
Gt Lower-body locomotion goals
ol Linear velocity command
wi™ Angular velocity command
srance Stance/walking mode command
Ry Root height command
oyYre Torso orientation command
GY¢ Upper-body manipulation goals
Qupper,t Upper-body joint target
Perceptual Observation
H, Privileged height map
D, Multi-view depth observation
dgi) Depth image from camera ¢ at time ¢

Necam Number of depth cameras
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